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Section 1

Intro
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DNN computational complexity

Large number of weights (high storage demand)
Large number of operations (high computational complexity)

E.g. for each CNN layer: num. ops / weight = 2 x FMapSize



Intro HW Specialization Accelerator Architectures Benchmarking EAI case studies

Common SW optimizations

Batch processing
Reuse weights for several input Fmaps (i.e. reduce data
movements)

Quantization:
Reduce storage/latency/energy per weight MAC

Network pruning
Reduce number of weights without reducing accuracy (e.g. zero
weights)

Efficient kernel processing
Matrix-vector, matrix-matrix
Stencil
ReLU, Sigmoid, Htan
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Efficient kernel processing

Algorithmic transformations
Strassen multiplication
Winograd filter

Efficient implementation
Cache blocking
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Fully-Connected (FC) Layer
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Tiled Fully-Connected (FC) Layer
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Fully-Connected (FC) Layer
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Convolution (CONV) Layer
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Flattened 2D Dot Product
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Convolution (CONV) Layer
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Convolution (CONV) Layer



Intro HW Specialization Accelerator Architectures Benchmarking EAI case studies

Convolution (CONV) Layer
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Strassen
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Strassen
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Winograd 1D – F(2,3)
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Winograd 1D – F(2,3)
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Winograd 2D - F(2x2, 3x3)
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Winograd Performance Varies
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Winograd Summary

v
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Tensorflow XLA
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Outline of the rest of the lecture

DNN Hardware Specialization
DNN Accelerator Architectures
Benchmarking
Edge AI HW case studies:

Mobile
Embedded devices
Autonomous vehicles
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Section 2

HW Specialization
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End of Moore Law
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End of Dennard’ scaling
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Stagnation of performance
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HW specialization is required



Intro HW Specialization Accelerator Architectures Benchmarking EAI case studies

Domain-Specific Architectures

DSA Guidelines:
1 Dedicated memories: Use dedicated memories to minimize

the distance over which data is moved.
2 Larger arithmetic unit: Invest the resources saved from

dropping advanced microarchitectural optimizations into more
arithmetic units or bigger memories.

3 Easy parallelism: Use the easiest form of parallelism that
matches the domain.

4 Smaller data size: Reduce data size and type to the simplest
needed for the domain.

5 Domain-specific language: Use a domain-specific
programming language to port code to the DSA.
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Section 3

Accelerator Architectures
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Highly-Parallel Compute Paradigms
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Memory Access is the Bottleneck
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Memory Access is the Bottleneck
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Leverage Local Memory for Data Reuse



Intro HW Specialization Accelerator Architectures Benchmarking EAI case studies

Types of Data Reuse in DNN
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Convolution (CONV) Layer
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Types of Data Reuse in DNN
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Convolution (CONV) Layer
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Types of Data Reuse in DNN
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Convolution (CONV) Layer
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Types of Data Reuse in DNN
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Leverage Parallelism for Higher Performance
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Leverage Parallelism for Spatial Data Reuse
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Spatial Architecture for DNN
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Multi-Level Low-Cost Data Access
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Multi-Level Low-Cost Data Access



Intro HW Specialization Accelerator Architectures Benchmarking EAI case studies

Dataflow Taxonomy

Output Stationary (OS)
Weight Stationary (WS)
Input Stationary (IS)
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Output Stationary (OS)
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Variants of Output Stationary
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Weight Stationary (WS)
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WS Example: NVDLA (simplified)
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WS Example: NVDLA (simplified)
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Input Stationary (IS)
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Summary of DNN Dataflows
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Section 4

Benchmarking
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Metrics for DNN Hardware
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Metrics for DNN Hardware
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Comprehensive Coverage
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Evaluation Process
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MLCommons
What is MLCommons?

A global community (industry & academia) born from MLPerf
benchmark effort

https://mlcommons.org/
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ML Commons Mission
Better ML for Everyone

/



Intro HW Specialization Accelerator Architectures Benchmarking EAI case studies

MLPerf

What is MLPerf?
ML performance benchmarking effort with wide industry and
academic support
Several benchmark suites for different targets:

Training
Training HPC
Inference: Datacenter
Inference: Mobile
Inference: Tiny
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MLPerf Training
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MLPerf Training - divisions
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MLPerf Training - Metrics
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MLPerf Training - Workloads
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MLPerf Inference
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MLPerf Inference - divisions
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MLPerf Inference - Scenarios
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MLPerf Inference - Workloads
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TinyMLPerf
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TinyMLPerf - Challenges
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TinyMLPerf - Benchmarks
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Section 5

EAI case studies
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Google Edge TPU
Weight-stationary systolic architecture from Google

Edge TPU smaller version than original Cloud TPU
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Google TPU - mull-add cell
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Google TPU - Three input neuron
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Google TPU - systolic array

Figure 1: Systolic Array Edge TPU
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Google TPU - systolic array (Google schematic)
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Google Cloud TPU - architecture
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Google Cloud TPU - architecture

Main features
4 TOPS (Tera Operations per Second)
2 TOPS/W
INT8 ops

Requires quantization
Model compatibility issues

Some Benchmarks results

https://coral.ai/docs/edgetpu/benchmarks/
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Other case studies (next lecture)

Mobile
Apple Neural Engine - Group 6
Some apple competitors (Huawei, Samsung, . . . ) - Group 5

Embedded devices
ARM AI products with emphasis on Ethos NPUs - Group 4
Some Chinese accelerator - Group 3

Autonomous vehicles
NVIDIA boards & accelerators (DLA, GPU, . . . ) - Group 2
Tesla FSD - Group1
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Work to do

Live or recorded presentation:
Main features
Architecture
How the architecture follow the guidelines for DSA
Some metrics (performance, power, etc.)
Products were the accelerator is employed

Short document (2-3 pages) summarizing this information and
giving relevant references.
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